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SYLLABUS
MAG6451 PROBABILITY AND RANDOM PROCESSES

OBJECTIVES:
To provide necessary basic concepts in probability and random processes for applications such
as random signals, linear systems etc in communication engineering.

UNIT | RANDOM VARIABLES
Discrete and continuous random variables - Moments - Moment generating functions - Binomial,
Poisson, Geometric, Uniform, Exponential, Gamma and Normal distributions.

UNIT Il TWO - DIMENSIONAL RANDOM VARIABLES
Joint distributions - Marginal and conditional distributions - Covariance - Correlation and Linear
regression - Transformation of random variables.

UNIT 111 RANDOM PROCESSES
Classification - Stationary process - Markov process - Poisson process - Random telegraph
process.

UNIT IV CORRELATION AND SPECTRAL DENSITIES
Auto correlation functions - Cross correlation functions - Properties - Power spectral density -
Cross spectral density - Properties.

UNIT V LINEAR SYSTEMS WITH RANDOM INPUTS
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Auto correlation and Cross correlation functions of input and output.
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MA 6451 - RANDOM PROCESES - COURSE OUTCOMES

C401.1

The students have thorough knowledge on Probability and various
Probability distributions

C401.2

This Course helps the Students to Solve the Joint distributions,
Covariance, Correlation and Linear regression Problems

C401.3

Students gain knowledge on Stationary process, Markov process,
Poisson process and its Applications.

C401.4

Students Acquire skills in correlations and Spectral Densities

C401.5

This Course helps the Students to understand the response of
random inputs to linear time invariant systems.

MA 6451 - RANDOM PROCESES

PROGRAMME OUTCOME
COURSE
POl | PO2 | PO3 | PO4 | PO5 | PO6 | PO7 | PO8 | PO9 | PO10 | PO11 | PO12
C401.1 3 2 - - 1 - - - - - - 2
C401.2 2 2 - - 1 - - - - - - 1
C401.3 2 2 - - 1 - - - - - - 1
C401.4 3 2 - - 1 - - - - - - 2
C401.5 3 3 - - 1 - - - - - - 2
Avg 2.60 | 2.20 | 0.00 | 0.00 | 1.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 1.60




JEPPIAAR ENGINEERING COLLEGE

MAG6451 - PROBABILITY AND RANDOM PROCESSES

UNIT |
RANDOM VARIABLES

PART A

1. If a random variable X takes values 1, 2, 3, 4 such that 2P(X=1) =3P(X=2)= P(X=3)=
5P(X=4). Find the probability distribution of X. (A/M 2015)

Solution:

AssumeP[X =3]=«.
94
3
For a probability distribution and mass function) >_ p(x) =1

By the given equation P[X =1] =%, P[X =3]=—,P[X =4] =%

p@)+ p(2)+ p(3)+ p(4)=1

a «a a 61 30
—+—+a+—=1 = —a=1 =>a=—

5 30 61

15 10 30 6

P(X=1) = iP(X=2)= " P(X=3) =" i P(X=4)=_

a’

The probability distribution is given by

X 1 2 3 4

61 61 61 61

2. Find the moment generating function of Poisson distribution. (A/M 2015) (N/D
2014)(A/M2017)

Solution: )
T P I e o a8 3 Ast (ast)”
"’]T;'-.' \L) = E_'JL':II-E,“‘L = E;‘:E-:-.AEL » =e” {l + 1_ + - “.]

E X

= g g = E_—.-'.'_E'—'l}

v

3. Show that the function f(x) = {E'Q ’;,EGG

variable X. (MA6451 A/M2015,N/D 2016)
Solution:

T f(x) dx = Te-de —Lef=0-(p=1

is a probability density function of a random



. The mean and variance of binomial distribution are 5 and 4. Determine the distribution.

(MA6451 A/IM2015)

Solution:

mean = np = 5 and variance= npg = 4,
npg 6 3

np 8 175
p=1—-= l n(1/4)=8, n=32.

P(X = x) =nC,p*q"™* = 32C, HT [f\la__x.

C
. Given the probability density function f(X) = v —o0 < X <00, find kand C.D.F.

(N/D 2014)
Solution:
Tf(x)dx:l F(x):j'f(x)dx
T C T C
:>_-[O 1+ x? dx =1 :_[O 1+ x? ax
= C[tan’l X]io =1 - i [tan‘l X]:c
T

= C[[tan‘l oo]— [tan‘l— oo]] =1

1 -1 -1
= —|[tan" oo |- [tan~'= x
3(3{%@:1 ~[ran o] [ran ]
1 :i(z—tan1 szicotlx
T

Define random variable. (N/D 2013)
Solution:

A random variable is a function X: S—R that assigns a real number X(S) to every
element seS, where S is the sample space corresponding to a random experiment E.

Ex: Consider an experiment of tossing an unbiased coin twice. The outcomes of the
experiment are HH, HT, TH,TT.let X denote the number of heads turning up. Then X has the
values 2,1,1,0. Here X is a random variable which assigns a real number to every outcome of
a random experiment.

Define geometric distribution. (N/D 2013)
Solution:
The geometric distribution is defined as, P(¥ = x) = q¢*'p  x=123..

X andY are independent random variables with variance 2 and 3. Find the variance of
3X +4Y . (M/J 2014)
Solution:



V (3X +4Y ) =9var(X) +16Var(Y ) + 24Cov(XY)

=9x2+16x3+0 (. X &Y areindependent cov(XY)=0)
= 18+ 48= 66.

9. A Continuous random variable X has a probability density function

N _(B3xf0=sx=1 . ., _
Flx) —{ 0. otherwise ° Find ‘a’ such that P(X>a)=0.5. (M/J 2014) (N/D 2010)(N/D
2016)

Solution:
P(X>a)=0.5

[13x%dx =05 =3 (—]1 =05

o

1—a*=05=
s_1

0 B |
10. A random variable X has cdf F(x) = -E(xf —1);1 = x = 3, Find the pdf of X and
L_ 1 1w =3
expected value of X. (M/J2013)(N/D 2017)
Solution:
fE)==F()=x 1=x<3

E(X) = Txf (x) dx = i xxdx

{Xs}s
-1
1 26
==(27-1)=22
3( ) 3

11. Find the moment generating function of binomial distribution.(M/J2013)(A/M2017)
Solution:

n

M. (1)=3 € ,C.p'q" =3 ,C(pe)q"" =(g+pe')
i=i x=0



12. If X is uniformly distributed in (: :] Find the pdf of Y=tan X. (N/D 2010)
Solution:

GivenY =tanX — x =tan™y
Jdx 1
Tdy  1+y°

Since X is uniformly distribution in (_%%j

Now

o (y)=#, —00< Y <
7Z'(1+ y2)
;o x= 0
13. The CDF of a continuous random variable is given by F(x) = { §

—e /5, 0=x <
Find the PDF and mean of X. (A/M 2011)
Solution:
f)==F(x)=2e /5, x=0

X

oo 0q —g
E(X) = [xf(x)dx=[Zxe “dx
0 05

==(0+25)=5

14. Establish the memoryless property of the exponential distribution. (A/M 2011)
Solution:

If X has a geometric distribution, then for any two positive integer

s and t,
P(X=s5+t/X=5)=P(X =1t).



15. A continuous random variable X has the probability density function f(x)given
by f(x)=ce ™, o0 < X < 00. Find the value of c and cdf of X . (N/D 2005)

Solution:

Case (i): x>0

X

F(x) = j f (x)dx

—00

X
= jce“x‘dx

0 X
=C jexdxc + cje‘xdx
—© 0

= c(eX )(jw + c(— e‘x)fJ



o)

%ex ,X>0
F(x)= )

E(Z—e’x) ,X<0

16. Is the function defined as follows a density function?(N/D 2006) (M/J 2012)

0, X<2
f(x)= %(3+2x), 2<x<4.
0, X>4

Solution:

4
4 4 2
[f(x) dx = ji(3+2x)dx_{w} -1
18 72
2 2 2
Hence it is density function.

17. The cumulative distribution function (CDF) of a random
variable X isF(x)=1—(1+x)e™ ,x>0. Find the probability density function of X .

(M/J 2006)
Solution:
f(x) =F(x)
=0—|(1+ x)(— e‘X)+ (1)(e‘x)]
=xe " ,x>0

18. The no. of monthly breakdowns of a computer is a r.v. having poisson distribution with
mean 1.8. Find the probability that this computer will function for a month with only one
breakdown. (M/J 2006)

Solution:
-1 19X
p(X = x)=e x? , given1=1.8
-1.8 1
(X = 1):& — 0.2975

19. Find the MGF of triangular distribution whose density function is given by
X, 0 < x<1

2—-X,1<x<?2
f(x) = . (M/J 2006)

0, elsehwere




Solution:

o0
Mx(t)zE(etx): jetxf(x)dx
—©
1 2
=fetxxdx+jetx(2—x)dx
0 1
S 1 e e i
= XT——Z + (2— )——(—l)—z
t o th
t ot 2ttt
_& & . & & €
t t t t2 t t2
2t t
e —-2e +1
M x (t)= >

20. Show that for the uniform distribution f(x) :2i ,—a < X < a,the mgf about origin is
a

sinhat /b 2006)
at

Solution:

f(x):i ,—a<x<a
Given a
MGF Mx(t) = E[etx]

= [e™ f (x)dx = Ie“z—ladx

_ 1 [at _at]——ZSI h t:smhat
2at a at
Mx(t):smhat

21. If X has an exponential distribution with parameter «, find the pdf of y = log x. (N/D

2006)
Solution:
The pdf of exponential distribution is f(x)=a ™",



The pdf of Y is given by f, (y) = f, (X) %

‘ where y =log x

_ y dx ., |dx
y=logx = x=¢e’, =e’ =|—

dy dy

:ey

o f(y)=a e e,

=>f(y)=a e e’, —n<y<w

22. Define exponential density function and find its mean and variance. (N/D 2005)
Solution:
The density function of exponential distribution is given by

f(x)=41e™,x>0
Mean =E[x]= Ixf (x) dx

= _[x/le"X dx = ﬂ]oxe’1X dx
0

0

ya—Ax —ax ]*
_2 Xe B e :
PR

oo (3)-2

Mean:i
A

E[xz]: ]Exzf(x)dx

Il
O ——y 8
>

e dx = ﬂsz e~ dx
0

[ x%e 2xe 2 T
3
ﬂ 0

fooofoo2]-3)-2

Variance = ( ) [E()]
__H _2 1.1
24 Y

23. If the pdf of X is f, (X)=2x,0<x<1 , then find the pdf of Y =3 x + 1. (M/J 2007)
Solution:




The pdf of Y is given by f, (y) = f, (X) %

‘ ,Where Y=3x+1

y-1
= x=2—"
Y=3x+1 3
dx 1  (dx| 1

___:>_ —
dy 3 |dy

3
1 Z(y—l

2
foy)=2x==2| 2= |=S(y-1).,1<y<4
v (Y) 3°3 3} 9(y ) y

24. Define Discrete Random Variable. (A/M 2010)
Solution:
If X is a random variable which can take a finite number or countably infinite
number of values, X is called a discrete RV.
Ex. Let X represent the sum of the numbers on the 2 dice, when two dice are town.

25. Write the M.G.F of Gamma distribution. (N/D 2004)(M/J 2007)
Solution:

M () =E (%)= [e“f(.r)dx
0
0

Ty (1)

o ¥
A

Ty

S M =[1-1 |
1=

26. A discrete r.v X has mgf M, () = e =% Find E(x), var(x) , and P(x=0). (N/D 2012)
Solution:
Given M (t) =31
We know that mgf of poisson is M, () = e*ts ~%
Therefore  A=3
In poisson E(x) = var(x) = A
.. MeanE(x)=var (x)=3

-1 17X
p(X =x)=2 2
X1
-1 10
- p(X =0)=e0"I e’ =e?=0123

27. An experiment, succeeds twice as often as it fails. Find the chance that in the next 4 trials,

there shall be at least one success. (N/D 2012)
Solution:
p=2/3, g=1/3, n=4

Pz 0 =46,(5) (3) +2a (D) () +4a () () v () () =5

ol | b3
o



UNIT I

PART B
Oifx=—1
1. Arandom variable X has cdf F{x) = -Lﬂ:(l + x) if —1 = x = 1. Find the value of «.
lifx=1

Find P(X>1/4) and P(—0.5 = X = 0). (A/M 2015)

2. Obtain the moment generating function of geometric distribution. Hence, find its mean
and variance. (A/M 2015)

3. If X is uniformly distributed with E(X)=1 and var(X)=4/3, find P(X<0). (A/M 2015)

4. Obtain the moment generating function of exponential distribution. Hence compute the
first four moments. (A/M 2015)(A/Y 2016)

5. A continuous random variable X that can assume any value between X=2 and X=5 has a
pdf given by f(x)=k(1+x). Find P(X<4). (MA6451 A/M2015)

6. If the probability that an applicant for a driver’s license will pass the road tes on any
given trial is 0.8, what is the probability that he will finally pass the test on the 4™ trial?
Also find the probability that he will finally pass the est in less than 4 trials. (MA6451
A/M2015)

7. Find the moment generating function of exponential distribution and hencefind the mean
and variance of exponentialdistribution. (MA6451 A/M2015)

8. If the probability mass function of a random variable X is given by P[X=x]=kx?,
x=1,2,3,4, find the value of k, P[(1/2<X<5/2)/X>1], mean and variance of X. (MA6451
A/M2015)

9. Derive Poisson distribution from binomial distribution. (N/D 2013) (N/D 2014)
10.Find mean and variance of Gamma distribution. (N/D 2013) (N/D 2014)(N/D 2016)

11.1f X and Y are independent RVs each normally distributed with mean zero and variance
¥

o2, find the pdf of R = VX2~ ¥2 and @ = tan™ (Z). (N/D 2013)

Ly

12.Find the n™ moment about mean of normal distribution. (N/D 2014)



-2X >
2e x>0 . Obtain mgf
0 ,Otherwise

and first four moments about origin. Find mean and variance of the same. (N/D 2014)

13.1f a random variable has the probability density f(x)={

14. A random variable X has the following probability distribution.
X: 0 1 2 3 4 5 6 7
f(x): 0 k 2k 2k 3k k2 2k? 7k2+ k
Find (i) the value of k (i) P(1.5 < X <4.5 | X>2) (iii) Find the smallest value of n
for which P(X = n) = 2. (M/J 2014) (N/D 2010)

;) XF

15.Find the mgf of the random variable X having the pdf f({x) {;.E'“ o x>0 Also deduce
0 atherwise
the first four moments about origin. (M/J 2014)

16.Define moment generating function of a random variable. Derive MGF, mean variance
and the first four moments of Gamma distribution. (M/J 2014) (M/J2013)(N/D 2016)

17.Define Binomial distribution. Obtain the moment generating function. Hence compute
first four moments and the recursion relation for the central moments. (M/J 2014)

18.A random variable X has pdf f{x) = {kﬂx—e: . x :’ % Find the r'" moment of X about
ornerwilse

origin. Hence find the mean and variance. (M/J2013)

19.A random variable X is uniformly distributed over (0,10). Find (i)P(X<3),P(X>7) and
P(2<X<5) (ii) P(X=7). (M/J2013)

20.Find the M.G.F. of the random variable X having the probability density function

f(x) ={ 25 %= 0 Also deduce that first four moments about the origin. (N/D
0, else where

2010)

21.An office has four phone lines. Each is busy about 10% of the time. Assume that the
phone lines act independently.
(i)  What is the probability that all four phones are busy?
(i) What is the probability that atleast two of them are busy? (M/J2013)

22.1f X is uniformly distributed in (-1,1) then find the pdf of ¥ = sin F— (N/D 2010)

23.1f X and Y are independent random variables following N(8, 2) and N (12, 4 /3 )
respectively. Find the value of 4 such that P[2X —V = 24] = P[X + 2V = 4] |
(N/D 2010)



UNIT 1l
TWO - DIMENSIONAL RANDOM VARIABLES

PART A o
1. The joint pdf of (X,Y) is given by F(x, v) = kxye ™ 7¥"J: x>0,y>0. Find the value of k.
(AIM 2015) (MAG451 A/M2015) (N/D 2013)

Solution:
Given f(x,y) is the joint pdf , we have

” f(x,y)dxdy=1 put x? =t
Hkxye‘(xz”z)dxdy:l 2xdx=dt
00
T ey dt
k”xye e’ dxdy=1 xdx=—
00 2

k _[ye ol J'xe ~ dx}dy =1 whenx=0,t=0and whenx=oo,t=00
0 0

=~

NIx N X

ye Y (0+1)dy =1 put y® =t

ct— 8 08 o3

<
D
k‘<l\)
I
CD\
>3
o
<

|
H

2y dy=dt

N | x
O ey 8
)

L
|Q_
~
Il
(I

~(0+1)=1 wheny=0,t=0and wheny=o0,t=c0

Therefore, the value of k is k=4.

2. Define the distribution function of two dimensional random variable (X,Y). State any

one property. (A/M 2015)

Solution:
If (X,Y) is a two dimensional RV the F(x,v) = P(X <x,¥ = v) is called joint

CDF of (X,Y).



Properties of joint distribution of (X,Y) are
(i) F[~0,y]=0=F[x,~o]and F[-o0,o0]=1

(if) [a<X<b Y<yl=F(b,y)-F(a,y)

(iii)P[X <x,c<Y <d]=F[x,d]-F[x,c]

(iv)P[a<X <b,c<Y <d]=Fb,d]-F[a,d]-F[ob,c]+F][a,c]

2
(v) At point sof continuityof f(x,y), % =f(x,y)

. What is the angle between the two regression lines? (MA6451 A/M2015) (MA6451
A/M2015) (A/M 2011) (N/D 2012)(A/M 2016)

Solution:
The slopes of the regression lines are
o 10
m=r—2,m=--
X r O-X

If 6 is the angle between the lines, Then

oo, [1-r?
tan @ = ——
o to, | r

Whenr=0, that is when there is no correlation between x and y, tanf=o

(on) @ = % and so the regression lines are perpendicular. When r =1orr =-1, that is when

there is a perfect correlation +veor —ve, @ =0 and so the lines coincide.

2x, 0=-x =1
0 elsewhere

. Given the RV X with density function f(x) = { . Find the pdf of y=8x°.

(N/D 2013) (N/D 2014)
Solution:
The pdf of y is given by

f,(y) = £, (%) %

a0yl
Where Y =8X



O<x

fy (y) = ,0<y<8

CDII—‘

5. Define joint pmf of a two dimensional discrete random variable. (N/D 2014)
Solution:

Let (X,Y) be a two dimensional discrete random variable. Let P(X=x;,Y=y;)=pj.
pij is called the probability function of (X,Y) or joint probability distribution. If the
following conditions are satisfied

lp;,; = 0foralliand]j

2. E__.' E Py =
The set of triples (x;yj, pij) i=1,2,3....... and j=1,2,3...... is called the Joint probability
distribution of (X,Y).

6. State central limit theorem for iid random variables. (M/J 2014) (N/D 2010)

Solution:

If X, X, Xy ey X e be a sequence of independent identically distributed
random variables with E[X,]=x and Var(X,)=c?,i=12,...., and if
S, =X+ X, + X5+, + X,, then under certain general conditions, S, follows a

normal distribution with mean nz and variance no? as n tends to infinity.

7. State the basic properties of joint distribution of (X,Y) where X and Y are random
variables. (M/J 2014)
Solution:
Properties of joint distribution of (X ,Y) are

(i) [oo,y]:O=F[X,—oo]and F[—oo,oo]=1

(ii) Pla< X <b,Y <y ]=F(b,y)-F(a,y)

(iii)P[X <x,c<Y <d]=F[x,d]-F[x,c]

(iv)Pla <X <b,c<Y <d]=F[b,d]-F[a,d]-F[b,c]+F[a,c]

0°F
At t sof continuityof f — =1flx,
(v) At point sof continuityof f(x,y), vy (x,y)



8. The joint pdf of a two dimensional random variable (X ,Y) is given by

2
f(x,y)=Xy2+%,O£x£2;0£y£1.Compute P[X <Y]. (M/J2013)(A/M 2009)

Solution:

=1(V_5J1+ L (V_J o opltaoot,t 58

215 ) T24l 4 ) 10 96 T10 96 480

9. The joint pmf of two random variables X and Y is given by
p(x,y) = {kx_v, r=123;v=123
' 0 otherwise

(M/J2013)(A/M 2016)

. Determine the value of the constant k.

Solution:
The joint probability distribution of (X,Y) is given below

1 2 3
Y
X
1 1k 2k 3k
2 2k 4k 6k
3 3k 6k 9k
Since p(x, y) is a probability mass function, we have
> > plx,y)=1
K+ 2k +3k+2k +4k +6k +3k +6k +9k =1
36k =1
k=1

36



10. Let X and Y be continuous random variables with joint probability density function
For (0,7) = {— e 0= ES2 TESY ST pind £y (V). (N/D 2010) (A/M 2011)

0 otherwise '

P

Solution:
1(* xf y2h x®
F) =3 J x(x— y)dy = g[_\x_‘r' —-?)_._ == 0<x <o
Vi J; ':-'*' '."-..' 1 )
fyy, (7 /) = el (x—v),—x < v < x.
~(x+y)
e ,X>0,y>0 _ . .
11. Given the joint pdf of (X ,Y) f(x, y): y . Find the marginal densities of

0 ,elsewhere

Xand Y .Are X and Y independent? (A/M 2008)(N/D 2016)

Solution:
Marginal density of X is

£ () =] Tx,y) dy
:Tex eV dy=e" Tey dy=¢e" (—e*y);o
0 0

=—e*(0-1)=e™ ,x>0
Marginal density of Y is

f,(y)=] f(x,y) dx

=.|‘e‘X e’dx=e"’ Ie‘x dx=e™’ (—e‘x)0
0 0

——e Y (0-1)=e" ,y>0
fy (X) f, (y) =e e =e = fxv (X’ y)

Therefore X and Y are independent.

,X>0

12. Arv. X has pdf f(x)= {g find the density function of 1 (M/J 2009)
X

,X<0
Solution:

The pdf of Y is given by f, (y) = f, (X)

dx‘ 1
—/| where y==
dy X
1 dx 1

—=—==
dy y?

dx
dy

1

T2

y




13. If the function f(x,y)=c(l-x)(1-y),0<x<1, 0<y<lis to be a density function, find

the value of c. (A/M 2008)
Solution:
Given f(x,y) is the joint pdf , we have

” f(x,y)dxdy=1

ﬁc (1-x)(1-y)dxdy=1

i
ci[m; [ﬂ Y+ y(7j ]dy 1

0 0

Therefore the value of cis c=4

14. Find the marginal density functions of X andY if f(x,y )=§(2x+5y),0£x§1,0£ y<1.

(N/D 2006)
Solution:
Marginal density of X is

f, (=] £(x.y)dy

1 2

:EJ.(ZX+5y)dy = %{Zx(y)t +5[y—Jl]

0
=g 2x+E =ix+1 , 0<x<1
5 2] 5

Marginal density of Y is
fy (y)=] f(x,y)dx

:%j(2x+5y)dx = EH%] +5y(x)é]

0



§[1+5y] _2 +2y, 0<y<1

cxy ,0<x<2;0<y<?2

15. The joint pdf of the random variable (X ,Y) is f(x, y):{o e
,otherwise

Find the value of c. (N/D 2009)
Solution:
Given f(x,y) is the joint pdf , we have

H f(x,y)dxdy=1

cxydxdy=1

c

O ey O ey N

2
J
0
2
Ixydxdy 1
0

cJZ'y } dy=1
0

j y(2-0)dy=1

0

2 2
2c|:y_:| =1
2 0
1
c[4-0]=1 = 4c=1= c=

Therefore the value of ¢ is c:%

16. If the joint pdf of (X,Y) is given by f(x,y)=2-x—y; 0<x<y<1,find E[X].
Solution:
E[X]=][x f(x,y)dxdy

i
e 3] {55
i



15 _ 3.1
3 24 24 8
17.1f Y=—2X +3, find Cov(X,Y). (A/M 2008)

Solution:
Cov( X,Y)=E[XY]-E[X]E[Y]
=E[X (-2X +3) - E[X]E[-2X +3]]
=E[-2X?+3X |- E[X](-2E[X]+3)
——2E[X 2]+ 3E[X ]+ 2(E[X ]} -3E[X]
——2|E[x?]-(E[x]}*]= - 2var x.

18. The joint probability mass function of (X,Y) is given by p(x,y)=k(2x+3y), x=0,1,2
y=1,2,3. Find the value of k and marginal distribution of X.
Solution:
The joint probability distribution of (X ,Y) is given below

Y

1

2

3

o

3k

6k

9k

5k

8k

11k

7k

10k

13k

Since p(x,y) is a probability mass function, we have

> > plx,y)=1
3k +6k +9K +5k +8k +11k + 7k +10k +13k =1
72k =1
1

k=
72

Marginal distribution of X:
X 0 1
P(X) | 18/72 | 24/72

2
30/72

19. X andY are independent random variables with variance 2 and 3. Find the variance of
3X +4Y.
Solution:

V (3X +4Y ) =9Var(X) +16Var(Y ) + 24Cov(XY)

=9%2+16x3+0 (- X &Y are independent cov(XY)=0)
= 18+ 48= 66.



20. The joint pdf of (X,Y) is f(x, v) = % 0=<x v <2 Find P(X +¥ = 1).(N/D 2005)
Solution:

: Pl pl-r 1 1 q 1
P[X = 1] - .Iu ..ln Tﬁdp - HJU (1-y)dy =E :

21. Let X and Y be two discrete random variable with joint pmf
X+2y

P[X=x,Y=y]={ 18 *=L20Y=L2 Find the marginal pmf of X and E[X ].(M/J
0 ,otherwise

2012)

Solution:

The joint pmf of (X ,Y) is given by

X1 |2
Y
1o [3 ]2
18 | 18
2 |5 [s8
18 | 18
Marginal pmf of X is
P[><=1]=-§+£=§-=ﬂ
18 18 18 9
P[X=2]=i+§=9=§
18 18 18 9
4 5\ 4 10 14
E[X]= =) = |+(2)| = |==+===—.
X}-Exp()-0) 5+ @55+ 0

X+Yy;0<x<1l,0<y<1
0 ;otherwise

22.1f X and Y have joint pdf f(x, y)={ . Check whether X and Y

are independent. (N/D 2005)
f ()= f(x,y)dy

:Jl'(x+y)dy - x(y)éJ{y?Zj :x+%,0<x<1
f, (y)=] f(x, y)dx

1
(x+y)dx = (X?j +y(x); :y+%,0< y<1
0

O Ly



VN | VN IRV SRS A
fx (x). fv(y)—(X+2j(y+2J—xy+2+2+4¢X+y¢ f(x,y)

Therefore, X and Y are not independent variables.

23. Let X and Y be random variable with joint density function
4xy;0<x<1,0<y<1

x .Find E| XY [.(M/J 2004
i (x,y) {0 ,otherwise XY )
Solutlon
XY :jjxyf X,Y dxdy

1
Xy 4xy dxdy_4'1[_1[ y dxdy—4jy [ Sj dy
00 0

1
k.
Ay y_“_ﬂﬁ_ﬂ
33 3(3), 3l3) 9

24. Write any two properties of regression coefficients.(M/J 2007)(N/D 2016)
Solution:
1. Correction coefficients is the geometric mean of regression coefficients
2. If one of the regression coefficients is greater than unity then the other should
be less than 1.

O ey

O
— y —
b, =r—andb, =

(o oy

If b, >1thenb, <1.
25. The conditional pdf of X and Y is given by f(i]

P(X = 1\¥Y = 2).(N/D 2010)
Solution:

When y=2, fix/y=2)=

=% =% Find
1+y

x+2

-X

X+ 2

1 1 ~ 4
P[X <1/¥= 2] =J. I 'e"rdx—é.[e"‘dx =1 _EE_I
[1] 1] 1}

6
24.Suppose the pdf f(x,y) of (X,Y) isgivenby f(x,y)= (x+y ) <x<1,0 Sys1.

O :otherwise

Obtain the marginal pdf of X . (N/D 2012)
Solution:
Marginal density of X is

f 00 =] F(x,y) dy=jg(X+ y? )dy

=g[ (y); J{y?j] = g{x%} , 0<x<1



UNIT 11
PART B

. Three balls are drawn at random without replacement from a box containing 2 white,
3red and 4 ble balls. If X denotes the number of white balls drawn and Y denotes the
number of red balls drawn, find the probability distribution of X and Y. (A/M 2015)

. The random variables X and Y are related by X-6=Y and 0.64X-4.08=0. Findthe mand of
X and Y and correlation coefficient between X and Y. (A/M 2015)

. If the joint pdf of two dimensional random variable (X, Y) is given by
F+Z0<x<1, 0 y<
Flayy = Fe0srsb 0=
0 otherwise
Find the conditional density function of X given Y. (A/M 2015)

2. Find the marginal density function of X and Y.

. A random sample of size 100 is taken from a population whose mean y =60 and
variance o= = 400, Using central limet theorem with what probability can we assert that
the mean of the sample will not differ from i by more than 4. (A/M 2015)

If the joint distribution functions of X and Y is given by
1-e*)(1-e7), x>0,y>0
0 , otherwise

i.  Find the marginal density of X andY .
ii. Are X and Y independent.

jii. P(l< X<3, 1<Y < 2). (MA6451 A/M2015)(A/M 2016)

. Calculate the correlation coefficient for the following heights (in inches) of fathers X
and their sons Y . (MA6451 A/M2015)

X 65 66 67 67 68 69 70 72

Y 67 68 65 68 72 72 69 71

. The two lines of regression are 8X-10y+66=0, 4X-18Y-214=0.The variance of X is 9.
Find the mean value of X and Y. Also find the coefficient of correlation between the
variables X and Y. (MA6451 A/M2015)

. Two random variables X and Y have the following joint pdf
flx,v) = {l ty, 05xs 11‘ 0 = Vo= l. Find the pdf of the random variable U=XY.
0 otherwise

(MAB451 A/M2015)

. State and prove central limit theorem for iid RVs. (N/D2013) (M/J2013) (N/D 2014)

10. If X and Y are independent RVs with pdfs e™;x = 0ande™; v = 0




respectively. Find the pdf of U=X/X+Y and V=X+Y. Are U and V independent?
(N/D2013)

11. The joint probability mass function of (X ,Y) is given by p(x,y)=k(2x+3y),
x=0,1,2 y=1,2,3. Find all the marginal and conditional probability distributions. Also
find the probability distribution of X +Y . (N/D2013) (N/D 2014)

12. The lifetime of a certain brand of an electric bulb may be considered a RV with
mean1200h and standard deviation 250h. Find the probability using central limit

theorem, that the average lifetime of 60 bulbs exceeds 1250h. (N/D 2014)

13. If the joint pdf of two dimensional random variable (X, Y ') is given by
-2 i Pl = A 2 - -
Fla,y) = {;‘ T 0=x= b 0= =2 mind p(X>1/2), P(Y<X), (X + Y = 1). Find
0 otherwise
the conditional density function. (M/J 2014)

14.The joint pdf of the random variable (X)Y) is f(x,v)=3(x+v), 0=x =<1
< y<1,x+v =1, Find COV(X,Y) (M/J 2014)

15. obtained by 10 students in Mathematics (x) and Statistics is given below
X 60 34 40 50 45 40 22 43 42 64
Y 75 32 33 40 45 33 12 30 34 51
Find the regression lines. Also find y when x=55. (M/J 2014)

dax;0 <x =<1
0 otherwise

16.Two independent random variables X and Y are defined by f.(x) = {

and £ () = |

#5310 = V=1 ghow that U=X+Y and V=X-Y are uncorrelated. (M/J2013)
0 otherwise

17.The equations of two regression lines are 3x+12y=19 and 3y+9x=46. Find mean of X and
Y and the correlation coefficient between X and Y. (M/J2013)

Caxlx—v)0=x =2 —x<=v=x

18.Given the joint pdf of X and y f(x,v) = { 0 otherwise (i)
Evaluate C. (ii) Find marginal pdf of X. (iii) Find the conditional density of Y/X. (M/J2013)

19.Two random variables X and Y have the joint probability density function given by

Fer(x,3) = {”(l_:‘"-‘*')’ 0=x=1L 0=2¥ =16 Find the value of k (i) Obtain the
0 otherwise

marginal density function of X and Y. (iii) Also find the correlation coefficient between X

and Y. (N/D 2010)

20.1f X and Y are independent continuous random variables, show that the pdf of U = X +Y is

given by h{u) = [ £.(v)f.(u—v)dv. (N/D 2010)



21.1f Vi ,i=1, 2, 3...20 are independent noise voltages received in an adder and V is the
sum of the voltages received, find the probability that the total incoming voltage V exceeds
105, using the central limit theorem. Assume that each of the random variables V; is
uniformly distributed over (0,10). (N/D 2010)



UNIT I
RANDOM PROCESSES

PART A

1. Define a Markov process. (A/M 2015) (N/D 2013) (N/D 2014)
Solution:
Markov process is one in which the future value is independent of the past values,

given the present value.

2. Prove that the sum of two independent Poission processes is a Poisson process. (A/M
2015) (N/D 2012)
Solution:
Let X(t) = X, (t) + X, (t)

PIX () =n]=P[X,()+X,(t) =n]
=3 PO = rP[X ) =]

_ n e*/ht (ﬂlt)r e—/lzt (ﬂ/zt)n—r
= r! (n—r)!

_M _Ethﬂitrin rgn-r

r=0 r'(n_r)l

— g (Ath)t Z r t /11/1'1 r

rOnI

_ g+t %[lg + nclﬂg—lﬂl + nczﬂg‘zﬂf +o ﬂf]
— e—(ﬂ,ﬁ—lz)t %(ﬂl +ﬂz)n

n
—e N (4 Ay)"

— g (Ath)t M

n!
Therefore, X, (t) + X, (t) is a Poisson process with parameter (4, + 4,)t.

3. Give an example of evolutionary random process. (MA6451 A/M2015)
Solution:
A Random processes that is not stationary in any sense is called an Evolutionary
process.
Example: Poisson process.



Define a semi-random telegraph signal process. (MA6451 A/M2015)(N/D 2016)
Solution:

If N(t) represent the number of occurrences of a specified event in (0,t) and
X®)=(-1)NY, then {X(t)} is called a semi random telegraph signal process.

Define random process. (N/D 2013) (N/D 2014)
Solution:
A random process is a collection of RVs {X(s,t)}that are functions of a real

variable, namely time t where s&S (sample space) and t £ T (parameter set or index set).

. State the properties of an ergodic process. (M/J 2014)
Solution:

{X(t)} is ergodic if all its statistics can be determined from a single function
X(t,w) of the process.

Explain any two application of binomial process. (M/J 2014)
Solution:
(2) Binomial process is a Markov process

(3) Since S, is a binomial random variable, P[S, =m]=nC,_p"(@- p)" "
(4) Expected value of a binomial process is np and its variance is np(1-p)

. Define wide sense stationary process. (M/J2013)(A/M 2010) (M/J 2012)(A/M
2016)(A/M2017)
Solution:

A random process {X (t)} with finite first and second order moments is called a
weakly stationary process or covariance stationary process or wide-sense stationary
process if its mean is a constant and the auto correlation depends only on the time
difference. i.e, if E[X(t)]=x and E[X(t)X(t—7)]=R(7).

. Show that a binomial process is a Markov process. (M/J2013)
Solution:
Let S, =X, + X, +... X ; + X

Sn = Sn—l + Xn
P[S,=m/S,,=m]=P[X, =0]=1-p

n

P[S, =m/S,, =m-1]=P[X, =1]=p

Hence binomial process is a Markov process.



10. Consider the random process X (t)=cos(t+¢), where ¢ is uniformly distributed in the

interval —% to%. Check whether the process is stationary or not. (N/D 2010)
. 17 1 =

E[X[r)}=—J cos(t + @)de = —[sin (t + ¢)]"x = 2cost
- Tl T T -7

Hence the process is not stationary.

11. State the postulates of Poisson process. (N/D 2010)(A/M 2011) (A/M 2016)
Solution:
The postulates of Poisson process are

P[Loccurencein (t,t + At)] = 1At + O(At)

P[0occurencein (t,t + At)]=1— 1At + O(At)

P[2or more occurencesin(t,t + At)] = O(At)

X (t) is independent of the number of occurrences of the event in any interval

prior to and after the interval (0,t)
. The probability that the event occurs a specified number of times in

(t,,t, +t) depends only on t, but not on t,

oo o

(1]

12. Prove that a first order stationary process has a constant mean. (A/M 2011)
Solution:
f[x(t)]= f[x(t + h)] as the process is stationary.

ELX ()] = [ x(t) f[x(t) bt
E[X(t+h)]= jx(t+ h) f[x(t+h) [ (t+h)
t+h=u=d(t+h)=du
= jx(u) f[x(u)Hu
= E[X (u)]
SE[X(t+h)]=E[X(D)]
Therefore, E[X(t)] is independent of t.
- E[X(t)]is a constant

Put

13. Define a stationary process. (N/D 2004)(M/J 2010)
Solution:
If certain probability distribution or averages do not depend on t, then the random

process {X (t)} is called a stationary process.

14. State the four types of stochastic processes. (M/J 2010)(A/M 2010) (A/M 2004)
Solution:
The four types of stochastic processes are
Discrete random sequence



Continuous random sequence
Discrete random process
Continuous random process

15. Give an example for a continuous time random process.(N/D 2004)
Solution:
If X(t) represents the maximum temperature at a place in the interval (0,t),

{X(t)} is a continuous random process.

16. Define strict sense stationary process. (N/D 2004) (N/D 2012)
Solution:
A random process is called a strict sense stationary process or strongly stationary
process if all its finite dimensional distributions are invariant under translation of time
parameter.

17. Give an example of an ergodic process. (A/M 2004)
Solution:
A Markov chain finite state space.
A stochastic process X(t) is ergodic if its time average tends to the ensemble
averageas T —

18. When is a random process or stochastic process said to be ergodic?(N/D 2005)
Solution:
A random process {X(t)} is said to be ergodic, if its ensemble averages are equal to

appropriate time averages.

19. State the properties of an ergodic process. (N/D 2004)
Solution:
{X (t)} is ergodic if all its statistics can be determined from a single function X (t,w) of
the process.

20. Prove that the difference of two independent Poisson processes is not a Poisson process.
(M/J 2010) (A/M 2010)
Solution:
Let X(t) = X, (t)— X, (t)
E[X®]=E[X,®) - X, (1)]
= E[X,(®)]- E[X, ()]
=t — At
= (4 -t
e[x2m]=Elx.0 - X, 0]

21. Define Markov chain and one — step transition probability. (A/M 2010) (A/M 2016)
Solution:



22.

23.

24,

X, =a, _ _a, |=P| Xn =2
If Vn, Pli An_l — an_l, ><n—2 - an—2) ----- XO - a0:| - Pli Aﬂ—l = a.n_ljl

then the process {X,},n=0,1,2,.... is called a Markov chain.

The conditional probability P[X“ N a% _a }is called the one step transition
n-1 i

probability from state a; to state a; at the n" step.

Give an example of a Markov process. (N/D 2003)
Solution:

Poisson process is a Markov process. Therefore, number of arrivals in (0,t) is a
Poisson process and hence a Markov process.

Define Poisson process. (N/D 2010)
Solution:
If X (t) represents the number of occurrences of a certain event in (0,t), then the

discrete process {X (t)} is called the Poisson process.

If the transition probability matrix of a markov chain is find the steady-state

N~ O
Nk -

distribution of the chain.
Solution:

Let 7z=(7r1,7z2) be the limiting form of the state probability distribution on stationary

state distribution of the markov chain.
By the property of 7, 7P =7

0 1

e, (m,7,) 11 =(m,,7,)
2 2

1

572'2—7[1 """""" (1)

T +— T, = Ty=====- (2

Equation (1) & (2) are one and the same.

Consider (1) or (2) with 7, + 7, =1, since x is a probability distribution.
m+m,=1

Using (1) ,%nz +7,=1

37
2

=1

2
71'225



7zl=1—7r2=1—§=%
7[2:1—7[1:1—§:§
1 2
==&, =—.
V2 3 T, 3

25. Consider the random process, X (t) = cos{w,t + &) where & is uniformly distributed in
the interval —m to m. Check whether the process is stationary or not. (A/M 2004)

Solution:

E[X(]= % Icos(raur +8)dé = % [sin{e,t + 7) —sin( eyt — )] = 2—{[— sin( e, t) +sin(e,t)] =0

M

E[X:(f)]zi[ﬁ'—Zsmgmar+3)} _%

-



10.

UNIT 111
PART B

Examine whether X(t)=Acos At + Esindt where A and B are random variables such that
E(A)=E(B)=0; E(A%)=E(B%=E(AB)=0 is wide sense stationary. (A/M 2015) (MA6451
A/M2015)

Find the autocorrelation function of the poisson process. (A/M 2015)

Suppose X(t) is a normal process with mean u(t) =3, €, (t,,t,) = 4 e~ **'%7%! Find
P(X(5)= 2)and P(1X(8) — X(5)] = 1). (A/M 2015)

Define a random telegraph process. Show that it is a covariance stationary process. (A/M
2015) (A/M 2016)

Three are 2 white marbles in urn A and 3 red marbles in urn B. At each step of the
process, a marble is selected from each urn and the 2 marbles selected are inter changed.
Let the state a, of the system be the number of red marbles in A after i changes. What is

the probability that there are 2 red marbles in A after 3 steps? In the long run, what is the
probability that there are 2 red marbles in urn A? (MA6451 A/M2015)

A radioactive source emits particles at a rate of 5 per minute in accordance with poisson
process. Each partice emitted has a probability 0.6 of being recorded. Findthe probability
that 10 partices are recorded in 4 minute period. (MA6451 A/M2015)

Check if a random telegraph signal processs is WSS. (MA6451 A/M2015) (N/D2013)

If {X (t)}is a Gaussian process with z(t) =10&C(t,,t,) =16 e Find the probability
that (i) X (10) <8 and (ii) |X (10)— X (6)| <4. (N/D2013) (N/D 2014) (A/M 2011)

Prove that sum of two independent Poisson processes is poisson process. (N/D2013)
(A/M 2016)

The probability distribution of the process {X (t)} is given by

@ 1,3
n+l ! T ey
P[X (t)=n]=1{*2Y
at N=0
1+at

Show that it is not stationary. (N/D 2014) (M/J 2014) (N/D 2010) (N/D 2012)



11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

21.

If the 2n random variables A and B, are uncorrelated with zero mean and

E(A’)=E(B!)=0c?.  Find the mean and autocorrelation of the process

r r

n

X (t)=> A cosat+B sinat. (N/D 2014) (N/D 2013)

r=1

Define semi-random telegraph signal process and random telegraph signal process and
prove also that the former is evolutionary and the latter is WSS. (N/D 2014) (M/J2013)

If the WSS process {X (t)} is given by X (t)=10cos(100t+6)where ¢ is uniformly

distributed over (—z,7) prove that {X(t)} is correlation ergodic. (M/J 2014) (N/D
2010) (N/D 2012)

Mention any three properties each of autocorrelation and of cross correlation functions of
wide sense stationary process. (M/J2013)

A random process X(t) defined by X(t)=Acost +Bsint; —c2 <X t < 2 where A and B are
independent random variables each of which has a value -2 with probability 1/3 and a
value 1 with probability 2/3. Show that X(t) is a WSS. (M/J 2013) (A/M 2011)

If the process {X(t); t = 0} is a Poisson process with parameter 4, obtain P[X(t) =n]. Is
the process first order stationary? (N/D 2010)

Prove that a random telegraph signal process Y(t) =z X(t) is a Wide Sense Stationary
Process when « is a random variable which is independent of X(t ) , assume value -1and

+1 with equal probability and B, (t,,t,) = e~ %%/ (N/D 2010) (N/D 2012)

Prove that the random process X (t) = Acos(wt + &) where @ are constants, A is a
random variable with zero mean and variance one and @ is uniformly distributed on the
interval (0,27r). Assume that the random variable A and & are independent. Is X(t) is
mean-ergodic process? (A/M 2011) (A/M 2016)

Prove that the interval between two successive occurrences of a Poisson process with
parameter 4 has and exponential distribution with mean % (A/M 2011) (A/M 2016)

If the process {X(t)} is a Poisson process with parameter 4. Obtain P(X(t)=n). Is the
process first order stationary? (N/D 2012)

Suppose that a customers arrive at a bank according to Poisson process with a mean rate
of 3 per minute. Find the probability that during a time interval of 2 min.
Q) exactly 4 customers arrive and (2) more than 4 customers arrive. (N/D 2013)



UNIT IV
CORRELATION AND SPECTRAL DENSITIES

PART A
1. Define power spectral density function of stationary random process. (A/M 2015)

Solution:
I {X (t)}is a stationary process with autocorrelation function R(z), then the

Fourier transform of R(z) s called the power spectral density function of {X (t)}and
denoted as S(w)or S, (o).

e, S(0)= [Rcldr,

2. IfR,.(1)= 7% Find the mean and variance of X. (A/M 2015) (N/D 2016)

Solution:

B 2577 + 36
 6.2572+4

75 = lim R(r)

T—>0

Given R, ()

. [ 2572 +36
=lim P
r>o| 6,.257% + 4

r2(25+ 3?)
= lim N

o 72[6.25+42J

T

_ 25+0

6.25+0
Mean = u, = E[X (t)]: 2

)] =Ra(0)
~ 25(0)+36
~ 6.25(0)+4
==

9

Variance = E[X ? (t)]_ (E[X (t )])2

=9-(2f =9-4=5.



3. State any two properties of cross correlation function. (MA6451 A/M2015) (N/D 2014)
(N/D 2010) (N/D 2016)

Solution:
Properties of cross correlation function are:

i Ry (=7)=Ry (7).
ii. If the process {X (t)} and {Y (t)} are orthogonal, then R, (r)=0.
iii. If the process {X (t)} and {Y (t)} are independent,
then Ry, ()= E[X (t)[E[Y (t—7)].

4. Define cross correlation function and state any two of its properties. (M/J 2014)
Solution:

If the process {X (t)}and {¥ (t)} are jointly wide sense stationary,
then E[X (t)Y (t - 7)]is a function of z , denoted by R,, (z). This function Ry, (z) is called

the cross correlation function of the process {X (t)}and {Y (t)} .

Properties of cross correlation function are:

Ry (_ T) =Ry (T) -

If the process {X (t)}and {Y (t)} are orthogonal, then R, ()=0.

If the process {X (t)}and {Y (t)} are independent, then R,, (r) = E[X (t)E[Y (t — 7)].

5. The Power spectral density of a random process {X(t)} is given by

Su(0)-]

Solution:

1 . . .
7 o] < Find its autocorrelation function. (MA6451 A/M2015)
0, elsewhere

Sy (w)e“" de

Py
<
X
—
N
~
Il
[EEN
g =38

ﬂ_eiwrdw
_eiwr :|1

L Iz -1
_eir _efir
iz

_e T _ efir
2i _sinz

I
V|~ ¥
—_—r

|
LN

N, N N

T
6. Define power spectral density function. (N/D 2013) (N/D 2016)
Solution:



If {X(t)}is a stationary process with autocorrelation functionR(z), then the
Fourier transform of R(r)is called the power spectral density function of {X(t)}and
denoted as S(w) or S, (@).

e S(a)):_TR(r)e‘i“”dr.

. State Wiener Khinchine theorem. (N/D 2013) (N/D 2014) (N/D 2016)

Solution:
If X; (a)) is the Fourier transform of the truncated random process defined

as X, (@) = {X(t) forff<T

0 | f0r|t| oT where {X (t)}is a real WSS process with power

spectral density function S(@), then S(w)= lim 1 EhXT (a))z]

T—>o© 2T

. State any two properties of auto correlation function. (N/D 2014)

Solution:
i. R(r)is an even function of7 .

i, If R(T)is the autocorrelation function of a stationary process {X (t)}with

no periodic component, then lim R(T)z ,ux2 , provided the limit exists.
T—>®©

Find

. The autocorrelation function of a stationary process is Ry, (7) = 25+ ey

the mean and variance of the process. (N/D 2014) (M/J 2014) (N/D 2016)

Solution:
. 4
Given Ry, (7)=25+
XX( ) 1+ 672
u  =limR()
:Iim(25+ 4 2)
T>® l1+6r
:25+Iim[ 4 2)
oo\ 14 67
=25+0=25

Mean = u, = E[X(t)]=5



10.

11.

E[X z(t)] = Ryx (O)
4

+1+6(0)

=25+4=29
Variance = E[X?(t)]- (E[X (1))
=29-(5"=20-25=4

Define cross correlation function of X(t) and Y(t). When do you say that they are
independent? (M/J2013)(A/M 2016)
Solution:

If the process {X (t)}and {Y(t)}are jointly wide sense stationary,

then E[X (t)Y(t - r)]is a function ofr, denoted byR,, (T) This functionR,, (r) is
called the cross correlation function of the process {X (t)}and {Y (t)}

If the process {X (t)} and {Y (t)} are independent, then R, (r)= E[X (t)[E[Y (t - 7)].

Find the variance of the stationary process X (t) whose autocorrelation function is given
by R, (7)=2+4e . (N/D 2010) (N/D 2012) (A/M 2016)

Solution:
Given R, (r)=2+4e”"
u,  =lmR()
= Iim(2 + 4e‘2"‘)
=2+ lim (4e‘2"‘)
—240=2
Mean = u, =E[X(t)]=+2
E[X z(t)] = Rxx (0)
=2+ 47
—24+4=6
Variance = E[Xz(t)]—(E[X 9))3
~6-(V2f =6-2=4

12. Prove that for a WSS process{X (t)}, Ry (7)= Ry, (~7).(A/M 2011)

Solution:

Ry (T) =E[X (t)X (t - T)]



Ryx (_ T) = E[X(t)X (t"'f)]
= E[X(t+7)X (t)] = Rex (7)

Therefore R(z)is an even function of 7 .

13. The autocorrelation function of a stationary process is R, () =16+ 1r6:2" Find the
+ 07
mean and variance of the process. (A/M 2011) (M/J 2012)
Solution:
: 9
Given R =16+
XX (T) 1+ 672
@ =limR()
= lim (16 + ) Zj
7o 1+67
=16+ lim ( 3 5 j
o=\ 1467
=16+0=16
Mean =pu, =E[X(t)]=4
E[X z(t)] =Ryx (O)
1+6(0)
=16+9=25
Variance = E[X?(t)]- (E[X (1))
=25-(4)=25-16=9
14. The autocorrelation function of a stationary process is Ry, () =18+ > . Find the

6+7
mean and variance of the process. (A/M 2006)
Solution:

. 2
Given R =18+
xx(T) 6+ 2
u;  =lmR(r)
=Iim(18+ 2 2]
T 6+7
:18+Iim( 2 Zj
>\ 647
=18+0=18

Mean =, =E[X(t)]=+18



15.

16.

Variance — E[X?(t)]- (E[x )]}

{aaf -2

Find the variance of the stationary process X (t) whose autocorrelation function is given
by Ry, (7)=9+ 27", (A/M 2003) (NOV/D 2016)

Solution:
Given R, (r)=9+2e?"
u.  =lmR()
= lim 9 + 2¢7%"
=9+ lim (Ze‘z"‘)
=9+0=9
Mean =, =E[X(t)]=3
E[X 2('[)] = Ryx (0)
=9+ 2@
=9+2=11
Variance = E[X ] |- (E[X ®)])
=11-(3)" =2

Statistically independent zero mean random processes X (t)and Y (t)have autocorrelation

functions R,, (r)=e "and R, (r) = cos 27z respectively. Find the autocorrelation function

of the sum Z(t) = X (t)+ Y (t). (A/M 2010)

Solution:

GivenR,(r)=e™

e[ (0)]- Elv

IFZ(t)= X(t)+Y(t

Ry (7)
(z) (

T

Ry (r)=cos2zr
)]=0

then Ry, (r) = Rex (7)+ Ry (7)+ Ry () + R (7)

(t
th
(t)Y (t - 7)] [Since the processes are independent]
)

),
E[X(t
)0

XY

SimilarlyR,, (z )



R,,(r) =™ +cos2zr +0+0

— e 4 cos2r

17. If R(7) = e~ 2"l is the auto correlation function of a random process X(t), obtain the
spectral density of X(t). (N/D 2004)
Solution:

4.

437 + o’

o | =3 - =]
S(@)= | R (D)™ dr= je“g"lfle'fmdr = 2'[6':” cosaTdr =
=

— —m L]

| . Yafe) lol<a
18. If the power spectral density of a WSS process is give by S(w)=1{ a .

0 ,|a)|>a

Find the auto correlation. (A/M 2010)(N/D 2007)( NOV/D 2016)
Solution:

R() :i S(w)k“ de

= % f S(w)e" do + jS(w)ei”wa + T S(a))ei“”da)}

L—©

a

L2 afofldo

:Z__a

a
= — [(a—|o|)coszew +isin zo)dw

- __a(a ~|o]\costw)do +i %1@ ~|o|)sinzw)d@
= b 2a (a - |co|XCOSra))da) +1i L(0)

27ma 0 27a
T(a ~o)costw)de

0

i \sinzw  coszw |
(a —w) -
L T T Do

cosar 1
= H‘*?ﬂ

1 cosar
2 2

Bl 8|z Bl= Bl=

Py
2=

~
N—"

(1-cosar).

mar?



19. The power spectral density function of a zero mean wide sense stationary process {X (t)}is

given by S(w)= {1 fol<en g R(z).(M/J 2007)
0 ; Elsewhere
Solution:
R(r) = zi S(wk dw
T —0
= ZL I S(w)e" dow + IS(a))ei””da) + J.S(a))ei“”da)
| -, N
= ZL J.l.ei“”da)}
7| o
= I(COSTCD +isinzw)do
Ty,
_ 1 T(cosw))da) NS T(sin tw)do
27 o 2 oy
= ziz_[(cowa))da) +i Zi(o) [7 The 1% integrand is even and the 2" is odd]
T 0 T
_ i(sin z'a))w(’
T\ T ),
= i(sin @, —0)
T
sinw,t
R = o,
() -she

20. The autocorrelation function of the random telegraph signal process is given

by R(z)=aZ% " Determine the power density spectrum of the random telegraph signal.
(A/M 2010)
Solution:

Given R(r)=a% *"



o0

S(w) = J.RXX (redr
= Taze‘z“e“‘”’dr
2 o0

Ie’“‘f‘ (coswr —isinwr)dr

—00

=a

=a’ Ie’“‘f‘ (coswr)dr —ia J'e’”‘f‘(sin wr)dz

= 2a2'[e‘”‘1‘ coswrdr
0

0

B 2a2 e—ZZT
T (F24) + 0

=2a{0—4 L (—2A+0)}

(- 24 coswr + wsin a)r)}
0

A+ o’
4)a°
S -
(@) 47 + o’
21.The power spectral density of the random process{X(t)jis given
ol <1 o : .
by S(w)= i i . Find its autocorrelation function. (A/M 2003) (NOV/D
0 ; Elsewhere
2016)
Solution:
R(E) =—1 [S(w)kdo
2r 2,

“2r

_1
27r_

L—o0

1
I 7" dw
-1

1 .
= j;z(cosno +isinzo)do
T
a

17 17

== [(cosrw)do+i= [(sinro)do
27 27
1.7 1

= EZ!(COSTa))da) +i E(O)

! _fS(a))e“‘”da)+j'S(a))ei“”der'TS(w)eimda’}



22. Given the power spectral density S, (a)) = 4—12 , find the average power of the process.
+
(M/J 2006) (M/J 2010)
Solution:
RE) =—1 [S(w)k“do
2r 2,
_ 1§t
2 Y 4+ o’
_ 17
27 J 4+ 7

zziz;zi[lim (z—2i)L}

7 mHZi (z+2i)z-2i)
%]

R(r) =2

eim)da)

e'”dz

4
()
Average power = R(0)=*— = 1
4 4
23. Find the power spectral density of a WSS process with autocorrelation
function R(r): e . (N/D 2008)(M/J 2009)(M/J 2010) (A/M 2016)
Solution:
GivenR(r)=e ™"

o0

S(w) = _J. R(r)e™dr

— J.e—arz e—iwrdz_



e,

T

dx

i
Putval|r+-—= |=x=Jadr=dx=dr = —
( Zaj Ja
When 7 = —o0, X = —00 When 7z =00, X =0

a)zoo

dx

S(w) :e““_J;je‘X T

J.e‘xzdx

_e
e 4a

Ja

2
[0}

_e7E T
S

i.e. Sy (@)= IRXY (r)e'"dr

7

24. Find the power spectral density of a random signal with autocorrelation functione ™.
(N/D 2005)
Solution:

GivenR,, (r)=e "

S(w) = T Ry (t ™ 7d7

= J.e_ﬂ"r‘e_iw‘fd T

—00

= .[e‘”" (coswr —isinwr)dr

—00

je‘”" (coswr)dzr —i J.e‘”"(sin wr)dz

—0 —0



= Zje’*‘”‘ coswrdr
0

o0

= 2{(/;2—2(—/%05(01 +wsin a)r)}
—Af +o
1

0

25. State the properties of the cross spectral density function. (M/J 2012)(A/M2017)
Solution:
) Sy (@) = Sy (-0) = Spr (@)
1) Re[ S (@) ] and Re[ Siy (@) ] are even function of &
u1) Im[ S (@) ] and Im[ S}, (@) ] are odd function of @
1v) S (e@)=0and 5, (@) =0 if X(t) and Y(t) are orthogonal.

26. Prove that for a WSS process{X (t ]}, Ry (7)= Ry (~7).(N/D 2012)
Solution:
Ryx (T) =E[X (t)X (t - T)]
Rx (_ T) = E[X<t)x (t+T)]
=E[X (t + T)X (t)] = Ryx (T)
Therefore R(z)is an even function of 7 .



UNIT IV
PART B

. Consider two random processes X (t)=3cos(at+6) and Y (t) = 2cos(a)t +9—%J

where ¢ is a random variable uniformly distributed in (6,27). Prove that

Rex (0) Ry (0) 2|Ryy (7)]. (A/M 2015) (MA6451 A/M2015) (N/D 2012)

Find the power spectral density of random signal with auto correlation function e ~*'*
(A/M 2015)

. A random process defined as{X (t)} = Acosat + Bsinat , where A & B are the random
variables with E(A)=E(B)=0 and E(A2)= E(B*)&E(AB)=0. Prove that X(t) is a
strict sense stationary process of order 2. (A/M 2015)

. The power spectrum of a WSS process {X (t)} is given by S (o) =ﬁ. Find the
l+o

autocorrelation function and average power of the process. (A/M 2015)

Find the power spectral density function whose autocorrelation function is given by

7 .
_= ST iasas1 AiM2015)

R(7)

0 . elsewhere

®*+9

. Given the power spectral density of a continuous process as S,y (a)) =
o +50° +4

find the mean square value of the process. (MA6451 A/M2015) (A/M 2016)

. A stationary process has an autocorrelation function given by R....(t) = :ET:EG

: £.2577+4

mean value, mean square value and variance of the process. (MA6451 A/M2015)

Find the

. The autocorrelation function of the random telegraph signal process is given

by R(z)=aZ% ", Determine the power density spectrum of the random telegraph signal.
(N/D 2013)



. - 2a-fo)  fol<a
9. If the power spectral density of a WSS process is give byS(a;)z a :

0 || >a
Find the autocorrelation function of the process.(N/D 2013) (N/D 2014)

10. The autocorrelation function of the Poisson increment process is given
) ;|T|>t
ﬂ(l |T|J . Prove the spectral density is given

Y 7 <t
t t

by R(r)=

4)tsin2(cgj
by S(@)=27226(w) + ———=~<. (N/D 2013)

t’w?

11. If the process {X(t)} is defined as X(t)=Y (t)Z(t) where {Y(t)} and {Z(t)} are independent
WSS processes, prove that 0) R..(1) = Ry (T)R;- (1) (i)

Syxlw) = :1_,_ Jf_i Syy (@) Szz (). (N/D 2013)

12. A random process defined as{x (t)} = Acosat + Bsinat , where A & B are the random
variables with E(A)=E(B)=0 and E(A’)=E(B*)&E(AB)=0. Find the power
spectral density of the process. (N/D 2014)

13.Find the power spectral density of WSS with auto correlation function R{z) = e T
(N/D 2014) A/M 2016)

14.The random binary transmission process {X(t)} is a WSS with zero mean and

1—H ;|T|ST
T

0 . elsewhere

autocorrelation function is given by R(z)=

where T is a constant. Find the mean and variance of the time averages of {X(t)} over
(0,T). Is {X(t)} mean ergodic? (N/D 2014)

15.Find the power spectral density of the random binary transmission process whose
1—|r| for |T| <1

. (N/D 2010) (N/D 2012)
0 elsewhere

autocorrelation function isR(7) = {



16.The cross-power spectrum of real Random process {X (t)} and {Y (t)} is given by

. Find the cross correlation function. (N/D 2010)

Sy (@) =

a+ jbw;|o|<1
0 :elsewhere

17.State and prove Wiener — Khinchine Theorem. (N/D 2010)

18.1f {X(t )} and {Y(t )} are two random processes with auto correlation function R...(t) and

Ry (T) respectively then prove that |R,, (z) < /R (0)R, (0). Establish any two properties
of auto correlation function &....(t). (N/D 2010) (A/M 2016)

19.State and prove Wiener — Khinchine Theorem and hence find the power spectral density
function whose autocorrelation function is given by R(t) = 4, [l —T] —-T=t=T. (ND
2012)



UNIT V
LINEAR SYSTEMS WITH RANDOM INPUTS

PART A

. Define linear system with random output. (A/M 2015)(A/M2017)
Solution:
A system is a functional relationship between the input x(t)and the output y(t). The

functional relationship is written as y(t)= f [x(t)].
If fla, X,(t)£a, X,(t)]=a, f[X,(t)] £ a, f[X,(t)], then f is called a linear system.

. State any two properties of cross power density spectrum. (A/M 2015)
Solution:

1) Sp(@)=S,(-0)=5,()

11) Re[ S5 () ] and Re[ Siy (e0) | are even function of o

1) Im[ S5 (@) ] and Im[ S;; (o) ] are odd function of &
V) S (@)=0and S, (»)=0 if X(t) and Y(t) are orthogonal.

. Prove that Y (t)=2X(t) is linear. (MA6451 A/M2015)
Solution:

[ai Yl(t)iaz Yz(t)] = [le(t)] *a, [[zxz(t)]]: 28 [Xl(t)] +2a, [[Xz(t)]]

. State the relation between input and output of a linear time invariant system. (MA6451
A/M2015)
Solution:

If the output Y (t) of a system is expressed as the convolution of the input X(t) and a
function h (|e) Y Ih t u du then h() is called the system weighting

function.

. Define white noise process. (N/D 2013) (N/D 2014)(N/D2017)
Solution:
Let X (t) be a sample function of a WSS noise process, then {X(t) ,t eT} is

called the white noise if the power density spectrum of {X (t) , t eT} is constant at all

o N . .
frequencies. (ie) Sy, (a)):7° where N, is a real positive constant.

. Define linear time invariant system. (N/D 2013) (M/J2013)
Solution:



If fla, X,(t)xa, X,(t)]=a, f[X,(t)]+a, f[X,(t)], then f is called a linear
system. If Y(t+h)=f [ (+h)] where Y(t)= f[X(t)], then f is called a time —
invariant system or X (t) and Y (t) are said to form a time invariant system

Find

7. The autocorrelation function of a stationary process is R, ()= 25+ 6.7
+ 07

the mean and variance of the process. (N/D 2014) (M/J 2014)

Solution:
. 4
Given R, (7)=25+
() 1+ 672
p  =limR()
=Iim(25+ 4 zj
7 1+67
:25+Iim[ 4 2)
e\ 1+ 67
=25+0=25

Mean = u, = E[X(t)]=5

Ex*0] =R (0)
4
=2t 60)
=25+4=29
Variance = E[X ? (t)]_ (E[X (t )])2

=29-(5)=29-25=4
8.Define a system. When is it called a linear system? (M/J 2014) (A/M 2016)

Solution:
A system is a functional relationship between the input x(t)and the output y(t). The

functional relationship is written as y(t)=f [x(t)].

If fla, X,(t)+a, X,(t)]=a, f[X,(t)]+a, f[X,(t)], then f is called a linear
system.

8. Define band limited white noise. (M/J 2014) (N/D 2010) (N/D 2010) (N/D 2012)



10.

11.

Solution:
Noise having a non-zero and constant spectral density over a finite frequency
band and zero elsewhere is called band limited white noise.

NO
—0 la|<
If {N(t)} is a band limited white noise, then S, (@)=1 2 Jel<@q

0 ,elsewhere

State the convolution form of the output of a linear time invariant system. (M/J2013)

Solution:
If X(t) is the input and h(t)be the system weighting function and Y (t)is the

output, then Y (t)=h(t)* X (t) = I h(u) X (t—u)du
If Y(t) is the output of an linear time invariant system with impulse response h(t ) , then

find the cross correlation of the input function X(t ) and output function Y(t) . (N/D 2010)
Solution:

If Y (t jh X (t—u)du, then Ryy (1) = Ry (7) = h(1)

Find the system function, if a linear time invariant system has an impulse function

1 for |t| <c
h(t)=1 2¢ . (N/D 2012) (N/D 2010)
0 forlt|>c
Solution :
1 .
H h —Ia)t dt — = —lwt dt
( J. IZC €

—C

1 ¢ . [ 1 F .
:Z—C_J'c(coswt—lsm wt)dt = z—cicoswtdt —|2—C_J'Csma)tdt

=2i2 cosotdt —i zi(o) [since the first and second integrand are even
c c

and odd functions]
sincw
Cw

_1fsinwt]
w

} = i[sinCa)—O] =
c o ®C

12. State the properties of linear system. (N/D 2003)

Solution:
The properties of linear system are
If a system is such that its input X(t) and its output Y(t) are related by a

convolution integral, then the system is a linear time invariant system.



If the input to a time-invariant, stable linear system is a WSS process, the output
will also be a WSS process.
The power spectral densities of the input and output processes in the system are

connected by the relation S, (@)=|H (@) ® Sy (@), where H(w) is the Fourier
transform of unit impulse response function h(t).

13. Describe a linear system with an random input. (A/M 2004)
Solution:
We assume that X (t) represents a sample function of a random process{X (t)}

the system produces an output or response Y (t) and the ensemble of the output functions
forms a random process {Y (t)} The process {Y (t)} can be considered as the output of

the system or transformation f with {X(t)} as the input the system is completely
specified by the operator f .

26. Given an example of a linear system.(A/M 2005)( A/M 2016)
14,
Solution:

Consider the system f with output tx(t) for an input signal x(t).
i.e.y(t)=f[X(t)]=tx(t) Then the system is linear.
For any two inputs x(t),x(t)the outputs are tx(t)and tx,(t) Now
fla,x (t)+a,x,(t)]=t[a x (t)+a,x,(t)] =atx (t)+atx,(t)
=a (4 (1) +a,f (%(1))

.. the system is linear.

15. Write a note on noise in communication system. (N/D 2009)
Solution:
The term noise is used to designate unwanted signals that tend to disturb the
transmission and processing of signal in communication systems and over which we have
incomplete control.

I\||oise
v ' v
Uncorrelated Noise Correlated Noise
v, ' v
Internal Noise External Noise
v v v v _ v

White Shot Partition ~ Atmospheric Man made
Noise, Noise Noise Noise Noise

Thermal



Noise

16.

17.

18.

19.

Define band-limited white noise. (N/D 2009)

Solution:

Noise with non-zero and constant density over a finite frequency band is called band-
limit white noise i.e.,

&, |w|£a)B
Sy (@)=1 2

0 , otherwise

Define (a) Thermal Noise (b) White Noise. (N/D 2009)
Solution:
(@) Thermal Noise: This noise is due to the random motion of free electrons in a
conducting medium such as a resistor.

(or)
Thermal noise is the name given to the electrical noise arising from the random motion of
electrons in a conductor.
(b) White Noise(or) Gaussian Noise: The noise analysis of communication systems is
based on an idealized form of noise called White Noise.

If the input of a linear system is a Gaussian random process, comment about the
output random process. (M/J 2012)

Solution:

If the input of a linear system is a Gaussian random process, then the output will
also be a Gaussian random process.

If the power spectral density of white noise is —2, find its autocorrelation function. (N/D

2004)
Solution:

N T N —-ior _ N T -t
FEa(r)}L?w(f)e de =0 [ote)e > ar

_No o _No
2 2
Therefore Ry, (r) = F™* {%} = %5(1).

21.If the input to a linear time invariant system is white noise {N(t)} what is power
spectral density function of the output? (M/J 2004) (A/M 2016)

Solution:
If the input to a linear time invariant system is white noise {N(t)} then the



power  spectral  density of the  output Sw (“’) is given by
N
Sy (w) = Syx (a))|H(a))2 = 70|H(a))|2

the power transfer function.

where {Y (t)} is the output process and H(w) is

22.Find the average power or the mean square value of the white noise {N(t)}? (N/D 2007)
Solution:
Average power = E[N? (t)| = R, (0)

23.State a few properties of band limited white noise. (M/J 2005)
Solution:
Properties of band limited white noise are

(i) E[N?(t)] = g—;%

(i) Ry, (¢)= N, @ {Sin Wy Z}

2 Wy T

(iii) N(t) and N£t+k—”J are independent, where k is a non-zero integer.
2

24.Find the autocorrelation function of the band-limited white noise. (M/J 2006)
Solution:

_100 ito _1a)BNOiwr _:l-NOQ)B -
RNN (T) = g:[OSNN (Cl))e do = 5_2[878 do —57_018 (COSTCO+|S|n TCO)dT

N, K e N, |,F )

=—0| [costwdm +i [sincwdo |= 2|2 [costwdw +i(0)
47 o o dr| o

[since the first and second integrand are even and odd functions]

Ny Slnra)} _ N fsinz o, — 0] No wg sinzeg -

2|t |, 2n7 2r Ty

25.Find the average power of the band — limited white noise. (N/D 2007)
Solution:

Average power = E [N (t)] = Ry, (0)



_ Ny im {Sin T g }

2w 0 Twg
N _ g
= 0% () since lim SNY _1
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UNIT V
PART B

1. Arandom process X(t) with R,, (r) =e s the input to a linear system whose impulse

response is h(t) =2e',t>0. Find cross correlation R....(T) between the input process
X(t) and the output process Y(t). (A/M 2015) (N/D 2012)

2. Prove that if the input to a time ivariant stable linear system is a wide sense process then
the output also is a widesense stationary process. (A/M 2015) (MA6451 A/M2015) (N/D
2010) (N/D 2012) (A/M 2016)

3.Show that the power spectrum S, () of the output of a linear system with system

function H () is given by S, (@)= Sy, (@)|H (a))‘2 where S, (@) is the power spectrum
of the input. (A/M 2015) (MA6451 A/M2015)

4.LetY (t)=X(t)+N(t) be a WSS where X(t) is the actual signal and N(t) is the zero mean noise
process with variance o, and independent of X(t). Find the power spectral density of Y (t).

(A/M 2015)

5.A circuit has an impulse response given by h(t) = {% ;0 =t =T .Express S, (o)

and S, (o) (MAG451 AIM2015) (A/M 2016)

Le20 modthe

i = —olT ! = —Br, 7 =
6.Given R, (1) = Ae and h(t) = e " u(t) where u(t) {G o therwise

spectral density of the output Y(t). (MA6451 A/M2015)

7.1£ Y(t) = Acos(mw,t+8)+N(t), where A isa constant, @ is a random variable with a
uniform distribution in (-7, z) and {N(t)} is a band limited Gaussian white noise with a

NO
power spectral density S (w)=1 2 foro -] <w,

0 ,elsewhere
of {¥(t)}. Assume that N(t) and @ are independent. (N/D 2013) A/M 2016)

. Find the power spectral density



8.X(t) is the input voltage to a circuit (system) and Y(t) is the output voltage. {X(t)} is a
stationary random process with t, = 0 and Ry (t) = e " Find p,. , S;x(«) and Ryy (1),
5 oo

v(t) = [__h(a)X(t— a)da. (N/D 2013)

if the power transfer function is H(w) =

R+ila’

9.Prove that the spectral density of any WSS process is non-negative. (N/D 2013)

10.Check whether the following systems are linear. y(t)=tx(t) and y(t)=x*(t). (N/D 2014)
The power spectral density of a signal x(t) is 5, () and its power P. Find the power of

the signal bx(t). (N/D 2014) (A/M 2011)

11.The linear system is described by the impulse response h(t) =%e_[-ﬁ;. Assume an

input signal whose autocorrelation function is £4{t). Find the autocorrelation mean power of
an output. (N/D 2014)

12.1f Y (t) = Acos( eyt +6)+N(t), where A is a constant , @ is a random variable with

uniform distribution in (—z,7)and N (t) is a band-limited Gaussian white noise with a

NO
. —, for -
power spectral density S, (@)=1< 2 |0~ | < @,

0, elsewhere
of Y (t).Assume that N(t)and & are independent. (N/D 2010) (A/M 2011) (N/D 2012)

. Find the power spectral density

13.A system has an impulse response function h(t)=e™*'U (t), find the power spectral
density of the output Y(t) corresponding to the input X(t). (N/D 2010) (N/D 2012)

14.1f X(t ) is the input voltage to a circuit and Y(t ) is the output voltage. {X(t )} is a
stationary random process with z, = 0 and R, (t) = e™*'"" Find the mean u, and power

—. (N/D

spectrum 5 («) of the output if the system transfer function is given by H(w) =
2010)

o+

15.Consider a system with transfer function ﬁ An input signal with autocorrelation

function m& () + m- is fed as input to the system. Find the mean and mean square value of
the output. (A/M 2011)

16. A stationary random process X(t) having the autocorrelation function E....(t) = Ad(t) is
applied to a linear system at time t=0 where f(z) represent the impulse function. The
linear system has the impulse response of h{t) = e~**u(t) where u(t) represent the unit

step function. Find Ry (). Find the mean and variance of Y(t). (A/M2011)



